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The key features of true intelligence
Human intelligence enjoys a number of fundamental features that
are responsible for its effectiveness:
• the ability to identify invariants, giving a qualitative, rather

than numerical or quantitative, understanding of complex
phenomena;

• the ability to combine and synthetize different points of view
on a given theme, corresponding to different invariants;

• the ability to function at different levels of abstraction, and to
build on previously accumulated knowledge;

• the use of languages of different kinds to describe and
represent pieces of reality, so that findings about the world
can be expressed in them, stored and communicated to other
agents.

Despite the spectacular advances in deep learning systems of the
last years, we are still far from a form of artificial intelligence
enjoying these features. In fact, new mathematical foundations
are needed to achieve these goals.
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The next-generation AI

The new generation of artificial learning systems should be based
on computations that are not blind, but conceptually inspired and
meaningful to the human mind.

In particular, we should shift to a new conception of information
which is based on semantics and invariants rather than on the
classical set-theoretic foundations for mathematics.

Topos theory is bound to play a key role in this kind of
developments.

In this talk, I will focus on one particular aspect of the theory, that
is, the possibility of studying toposes in relation to each other, and
discuss its relevance for AI. In particular, I will argue about the role
that relative toposes can play in connection with the development
of systems for meta-learning (i.e. learning taking place at different
levels of abstraction constructed on top of each other).
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The relativity method
• In Mathematics the relativity method consists in trying to

state notions and results in terms of morphisms, rather than
objects, of a given category, so that they can be ‘relativized’
to an arbitrary base object.

• One works in the new base universe as if it were the
‘classical’ one, and then interprets the obtained results from
the point of view of the original universe. This process is
usually called externalization.

• Relativity techniques can be thought as general ‘change of
base techniques’, allowing one to choose the universe
relatively to which one works according to one’s needs.

• The relativity method has been pionneered by Grothendieck,
in particular for schemes, in his categorical refoundation of
Algebraic Geometry, and has played a key role in his work.

• Since the theory of toposes is more general and technically
better-behaved than the theory of schemes, it is particularly
important to develop relativity techniques for toposes.
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Applications to mathematics
• By definition, a relative topos is a morphism between

toposes. The codomain topos is regarded as the base over
which the domain topos is defined.

• The relativity method provides an extremely high degree of
technical flexibility, resulting from the possibility of
‘encapsulating’ part of the complexity of a situation in the
base topos, so that the given notions acquire a simpler (e.g.
a lower-degree) expression with respect to it.

• For example, a first-order theory becomes a propositional
one when regarded relative to a suitable base topos.

• Several mathematicians have already started using relativity
techniques for toposes:

- Scholze and Clausen’s condensed mathematics;
- Tao and Jamneshan’s topos-theoretic measure theory;
- Tomasic’s topos-theoretic difference algebra.

The theory of relative toposes is currently being systematically
developed, from the geometric, algebraic and logical points of
view, by our research team.
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Relative toposes for AI

• Since toposes are spaces which embody information, in a
way which is invariant with respect to the different syntactic
presentations, the theory of relative toposes is also crucial in
connection with the development of a theory of semantic
information.

• A relative topos corresponds to a way of organizing a given
piece of information by incorporating part of it in the base
topos and the ‘remaining part’ in the topos defined over it.

• Modelling learning through chains of relative toposes thus
allows us to formalize the crucial ability of human intelligence
to reason at different levels of abstraction and learn on top of
existing knowledge, that is, as we shall see, to realize a form
of meta-learning.
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Classifying toposes

A fundamental connection between topos theory and logic is
realized by the theory of classifying toposes.

With any first-order mathematical theory T (of a very general
form) one can canonically associate a topos ET, called its
classifying topos, which represents its ‘semantical core’.

The classifying topos embodies the semantic ‘essence’ of the
theory, an essence which is invariant with respect to its different
syntactic (axiomatic) presentations.

The classifying topos of a theory is constructed by means of
completion process of the theory, with respect, in a sense, to all
the concepts that it is potentially capable to express.

It is at the level of these completed objects that invariants actually
live.
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From a sketch to reality

Every language, in its attempt to express a reality that is much
richer, can be compared to a sketch; the transition from a
linguistic expression to its meaning is thus a kind of completion,
similar to the automatic one performed by our brain as we watch
the artist drawing it:

The classifying topos construction provides a mathematical
formalization of this completion process. Indeed, the classifying
topos makes explicit whatever is implicit in the theory.

8 / 20


Topo.mp4
Media File (video/mp4)



Relative toposes
and

meta-learning

Olivia Caramello

General
principles for a
future AI

The relativity
method
Relative toposes

Relevance for AI

Classifying
toposes

Syntactic
learning via
relative toposes
Modelling the
stratified nature of
knowledge

The logic of games

A financial
application

Empowering learning systems with logic
Artificial learning systems, in particular deep neural networks,
should be empowered by building on the notions of mathematical
theory and proof:

• Any intelligent agent must, in order to get an effective
understanding of (aspects of) the world, derive knowledge
starting from certain ‘sensory’ inputs, which play a similar
role to that of axioms for a mathematical theory, by following
certain dynamical rules, which correspond to the inference
rules of the logical system inside which the mathematical
theory is formulated.

• As every mathematical theory can be enriched by the
addition of new axioms, so the functioning of an agent can be
updated by the integration of new information which becomes
available to it.

• The functioning of a learning system would thus correspond
to a sequence of a mathematical theories, each of which
richer or more refined than the previous ones.
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Learning processes via proofs

• In principle, any learning sequence, as any process
‘approximating truth’, is infinite, but for practical purposes one
is normally satisfied by the result of a learning process when
the last theory in the sequence leaves a degree of ambiguity
which is sufficiently low for the desired applications.

• All the theories in the sequence should extend (that is, be
defined over) the basic theory of the agent formalizing its
essential features. More generally, every theory in the
sequence can be seen as theory defined over each of the
preceding ones. This corresponds, through the classifying
topos construction, to a sequence of relative toposes.

• Note that any constraints embedded in the logical formalism
(or integrated at some step of the sequence of theories) will
allow to significantly reduce the space of parameters that the
agent has to explore and hence correspondingly decrease
the computational complexity of the learning process.
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The stratified nature of knowledge

Learning is a process that goes through a sequence of steps: any
new, learned information is stored in the brain according to
pre-existing structures.

In fact, human learning is essentially relational, i.e. it consists in
relating the given new piece of information with the previously
accumulated knowledge. This is actually what makes it robust; in
fact, only structured forms of learning can enjoy strong forms of
robustness and resilience.

The realisation of the ‘relative nature’ of learning also allows us to
understand that one can arrive at arbitrarily high degrees of
complexity and abstraction in one’s learning/understanding by
means of a structured composition of successive fundamental
steps, whose nature can be more easily investigated.
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The stratified nature of knowledge

Think, for instance, about learning a lan-
guage: before being able to write good
prose or poetry, one needs to have a per-
fect command of the grammar. Now, in order
to be able to properly learn a grammar, one
needs to have a familiarity with the vocabu-
lary of the language, which in turn requires a
knowledge of the alphabet in which it is writ-
ten.

So, we can regard the knowledge of the al-
phabet as lying at level 0, that of the vocab-
ulary as lying at level 1 and that of grammar
lying at level 2, while prose and poetry lie at
much higher levels defined over the preced-
ing ones.

The learning of music follows a similar
scheme, as well as that of any art or science.
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Stratified knowledge and relativity principles
The theory of relative toposes provides a mathematical
formalisation of this learning architecture.

Given a piece of information embodied by a certain topos, finding
a ‘base topos’ over which the given topos is defined corresponds
to an abstraction operation, which consists in organizing the given
piece of information by incorporating part of it in the base topos
and the remaining part in the topos defined over it.
For example, one can reduce complex notions to simpler ones by
changing the base category relative to which one works:

• Topological vector space = vector space relative to the
category of topological spaces;

• Lie group = group relative to the category of differentiable
manifolds.

The power of relativity techniques is that one can do topos theory
relative to an arbitrary base topos as if that base topos were the
ordinary topos of sets, but the results obtained, once externalized
(that is, reinterpreted from the point of view of the ‘ground level’)
are typically much more complex.
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Chains of relative theories

Learning thus corresponds to a sequence
of relative toposes, each defined over the
previous one, with the ground one corre-
sponding to ‘raw data’. In fact, each topos
in the sequence spatially embodies a cer-
tain amount of information, which can also
be presented in logical form: while ordinary,
ground-base, classifying toposes can only
classify first-order theories, by means of rel-
ative toposes one can classify theories of ar-
bitrarily high order.

For example, a theory of order 1 with respect
to the ground topos can become a theory
of order 0 with respect to a topos which is
richer than the ground topos. More gener-
ally, a theory of order n can be regarded as
a theory of order n− k with respect to a k -
chain of relative toposes.
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Syntactic learning
In order to practically implement the above ideas, one should, first
of all, empower any learning system with large formal
vocabularies that will serve for expressing the concepts that the
system will learn from data.

The idea is to enforce the learning to take place at the abstract
level of syntax, rather than at that of a particular semantics, as it
currently happens.

While the vocabulary should be given at the outset, we could let
the system discover any (non-already embedded) logical rules
expressible in that vocabulary by itself, by using the usual
techniques. Also, we should let it suggest enrichments of the
vocabulary on the basis of invariances empirically discovered in
the data, thereby achieving a form of ‘emergence of concepts’.

In this way, we could obtain systems capable of inferring all sorts
of ‘syntactic rules’ from data (e.g. the grammar rules of a
language from a great amount of samples of texts, or the rules of
a game from a big collection of matches, etc.): these rules could,
of course, be of different nature and complexity (e.g.,
propositional, first-order, higher-order, etc.).
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Making AI systems ‘speak’
All of this goes in the direction of constructing logical languages
for AI agents, allowing them, in a sense, to ‘speak’. After all, how
can we expect a system to learn in a robust way if we do not give
it the possibility of reasoning linguistically? Think about how our
learning, as human beings, would be impaired without the
possibility of expressing, testing and communicating our ideas by
using languages.

Think also about the process of learning of a natural language.
Little babies have no other possibility to learn a language than to
merely rely on data (note, however, that their brain has already a
lot of a priori structures which are used to organize and
categorize the knowledge that they gather from the environment).
Still, their knowledge of the language remains fragile until they are
brought into contact, notably at school, with grammar, which
represents syntax in this context.

The role of grammar is crucial in making explicit a lot of the
implicit which had been accumulated in the previous ‘bottop-up’
learning process, and in bringing the understanding to a higher
level, notably in terms of explainability.
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Uncovering hidden structures and rules
Syntax represents the ‘skeleton’ of structures, whose concrete
manifestations we access through data. Trying to ‘lift’ from a
particular concrete setting to the level of syntax represents an
abstract form of understanding which enjoys much more
relisience and adaptability than the usual forms of
statistically-based learning, which do not go to the roots of the
reasons for the existence of the given relations.

The deep reasons for the regularities that we may observe in
concrete contexts actually live at the syntactic level (think, for
instance, of motives in Algebraic Geometry, or to definability and
preservation theorems in Logic).

Philosophically speaking, we should teach learning systems to lift
from the phenomenological level (of concrete manifestations of
topos invariants) to the ontological one (of toposes themselves,
regarded as classifying toposes of logical theories).

In particular, we should aim for an integration of a ‘bottop-up’
approach to artificial learning, such as the one which is dominant
today, with a ‘top-down’ one based on logic and topos invariants.
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The logic of games

Games can be very conveniently modelized
in terms of chains of relative toposes, with
the ground topos formalizing the “hardware
of the game”, the level 1 topos the ba-
sic, “first-order rules” of the game, and
the higher-level relative toposes the “higher-
level rules” (i.e. tactics or strategies).

Each morphism in the chain encodes the
way in which the rules at that level are con-
cretely realized in terms of lower-level ones;
in particular, the morphism from the level 1
topos to the base topos expresses the way
in which the basic rules (e.g. those gov-
erning the beheviour of the “pieces” of the
game) are “arithmetically encoded” in the
game’s hardware.
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A topos-inspired trading system

Since 2013, the Italian company EOS S.r.l. has developed an
award-winning stock trading system inspired by the
above-mentioned topos-theoretic ideas. The most recent
developments of the system involve the construction of
meta-models of order up to 10, which perform significantly better
than ordinary (or lower-order) models in terms of robustness and
resilience, as shown by the following table (courtesy of EOS):
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International school and conference on topos theory

Everyone is welcome!
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